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1. INTRODUCTION 
 
Past evaluations of Community Multiscale Air 

Quality (CMAQ) (Byun, 2006) modeling system 
have focused on the eastern United States and 
applications of it are usually conducted for high 
ozone episodes that last for a few days. In our 
research, we seek more comprehensive model 
evaluation by applying MM5-CMAQ to simulating 
ozone formation for an entire summer season in 
central California, where ozone air pollution 
problems are severe and air districts are out of 
compliance with the 8-hour ozone standard. 

In this study, we apply the Community Multi-
Scale Air Quality model (CMAQ version 4.6) to a 
15-day period contained in the summer 2000 
Central California Ozone Study. Model parameters 
and inputs are set to reflect actual conditions of 
the modeling domain. We apply a variety of 
evaluation and diagnostic methods to assess 
model performance across a range of days and 
locations, with significant spatial and temporal 
variations in air quality. Effects of meteorological 
data assimilation are evaluated. We perform 
sensitivity analyses with the brute force method 
and Direct Decoupled method (DDM) (Dunker, 
1984, 2002) to diagnose causes for discrepancies 
between observations and model predictions. 

 
2. METHODS 
 
2.1 Modeling Domain 
 

The San Joaquin Valley is surrounded by 
Sierra Nevada and coastal mountain ranges. On 
typical summer days, westerly winds are funneled 
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into the Central valley through gaps in the coastal 
range with large portions of the flow directed into 
the San Joaquin valley. The San Francisco Bay 
area and Sacramento valley are the major upwind 
emission sources affecting air quality in the San 
Joaquin valley. The study domain is gridded into 
96 by 117 cells, with a horizontal resolution of 4 
km. Vertically, the domain is divided into 27 layers 
from the surface to 100 mb (about 17 km); the 
near surface layers are about 20 m thick. 

 
2.2 Emission Inputs 
 

Model inputs were developed that describe 
variability in atmospheric conditions, including day-
specific emission rates from both natural and 
anthropogenic sources. Anthropogenic emissions 
from area, and point sources were derived from 
the gridded emission inventory data provided by 
the California Air Resources Board. Motor vehicle 
emission inventory estimates describe light-duty 
gasoline and heavy-duty diesel vehicle activity 
patterns and emissions separately by time of day 
and day of week using the methodology 
developed by Harley et al. (2005). Biogenic VOC 
emissions (mainly isoprenes and terpenes) were 
estimated hourly with the BEIGIS modeling system 
(Scott and Benjamin, 2003, Steiner et al., 2006). 

 
2.3 Meteorology Inputs 
 

Gridded hourly meteorological fields were 
developed using the MM5 meteorological model 
(Grell, 1994) for the 15 day period from July 24 to 
August 8, 2000, using three nested grids: an outer 
36 km resolution grid, within which is nested a 12 
km grid, within which is nested the 4 km CCOS 
grid with 190 cells in each horizontal direction and 
50 vertical layers. The 4 km resolution MM5 output 
is used to drive CMAQv4.6 simulation.  
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The middle 5-day period (a high ozone 
episode) is characterized by an offshore pressure 
gradient caused by a large high-pressure system 
over Utah and Colorado, with reduced incoming 
westerly flow at the coast and stagnate conditions 
in the valley. Four dimensional data assimilation 
was conducted for this 5-day ozone episode using 
data from a network of surface wind observations, 
and radar wind profilers. 

 
2.4 Boundary Conditions and Parameter 
Adjustments 
 

Constant pollutant concentrations are set for 
each of the four lateral boundaries of the domain. 
The western inflow boundary is mostly over the 
ocean and its chemical species concentrations are 
set to clean marine background values. Vertically 
varying O3 is based on averaged August ozone 
sonde measurements made at Trinidad Head, CA 
(Newchurch, 2003). Nitrogenous species (NO: 
0.01 ppb; NO2: 0.03 ppb; etc.) and a suite of VOC 
species take values measured in the marine 
background free troposphere (Nowak, 2004). The 
other three boundaries are dominated by outflows; 
the same boundary values used in past studies 
conducted in this domain by the California Air 
Resources Board (Kaduwela, 2006, personal 
communication) are used here. 

Ozone dry deposition velocity over the ocean 
is increased from the CMAQ default value of zero 
to 0.04 cm/s according to measured values 
(Faloona, 2006, personal communication). 
Minimum eddy diffusivity (Kzmin) in CMAQ default 
value (0.5 m/sec2) appears too high for stable 
marine layers on the western boundary, and this 
causes excessive vertical mixing and increases 
surface ozone. Assuming wind speeds of about 10 
m/s and surface roughness lengths for the ocean 
to be between the suggested values of 1.5×10-5  
and 1.5×10-3 m, we calculated Kz to be between 
0.0015 and 0.15 m/sec2. Kzmin is thus set to 0.1 
m/sec2. 

 
2.5 Evaluation and Diagnostic Tools 
 

Different evaluation methods address model 
performance from various perspectives. The 
evaluation methods employed in this study are 
summarized in the following table. 

Sensitivity analysis with the brute force 
method and Direct Decoupled method (DDM) 
(Hakami, 2003) are used to diagnose causes for 
discrepancies between observations and model 
predictions. 

 
Table 1 Summary of evaluation methods. 

Methods Usage 

Taylor’s Diagram 
Describe how well patterns in 
modeled and observed values 
match each other  

Mean Bias Average sign in model 
prediction errors 

RMSE, Gross Error Magnitude of model prediction 
errors 

Spatial Krigging Spatial variation in model 
performance 

Ozone Production 
Efficiency  

Limiting regimes presented in 
the observed and modeled air 
masses 

 
 
3. MODEL SIMULATION AND EVALUATION 

 
Our 15-day simulation is driven by the 

prognostic meteorology in CMAQv4.6, configured 
with SAPRC99 (Carter, 2000) chemical 
mechanism. Additional simulations for the middle 
5-day ozone episode are performed using nudged 
meteorological fields. Highest ozone levels occur 
on Aug 1st and 2nd (Julian days 214 and 215). 

 
3.1 Spatial and Temporal Trends in Model 
Performance  

 
The model’s ability to reproduce the variation 

and correct levels of observed ozone is examined 
with a Taylor diagram (Taylor, 2001) and 
normalized biases. We report daytime comparison 
statistics with respect to ozone. At night, when 
strong convective mixing is absent, observed 
ozone at measurement sites are often more 
affected by titration with NO emitted at nearby 
roadways. Hence we compare odd oxygen Ox 
(NO2+O3) concentrations to evaluate model 
performance at night.  

On a Taylor diagram the correlation coefficient 
and the root-mean-square difference (RMSD) 
between the modeled and observed values, along 
with the ratio of the standard deviations of the two 
patterns are all indicated by a single point on a 
two-dimensional plot (Fig. 1). Across the three air 
basins that have the highest ozone levels, model 
simulation of the middle 5-day ozone episode 
shows a consistent better match to the observed 
standard deviation, while the first 5-day period 
shows consistent better linear correlations and 
root mean squared differences across the three air 
basins. In general, points representing modeled 
patterns in different air basins and time periods 
are clustered together, indicating a similar model 
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performance across time and space. All the 
pattern metrics indicate that model performance in 
the San Francisco Bay area during the last 5-day 
period needs improvements relative to the first two 
5-day periods. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Taylor diagram showing daytime evaluation 
statistics normalized by observed standard deviation, for 
July 24-29 (blue), July 29-August 2 (red), August 2-7 
(green), respectively, at three air basins: the San 
Joaquin Valley (SJV), the Sacramento Valley (SV), and 
the San Francisco Bay area (SFB). 
 

Pattern statistics are useful for comparing the 
anomalies in two data sets, while normalized 
mean bias indicates either over-prediction or 
under-prediction.  From Fig. 2 we see that the 
model slightly under-predicts daytime ozone in the 
San Joaquin Valley and Sacramento Valley in 
general, but over-predicts ozone in the Bay area, 
especially for the first half of the simulation period. 
There is no clear temporal trend in model biases, 
but we do observe over-prediction on the last day, 
and this corresponds to the positive bias present 
in MM5 temperature fields during that day. 

 

 
Fig. 2. Daytime normalized biases at three air basins 
with cutoff value of 10 ppb. 
 

Table 2 shows evaluation metrics for modeled 
peak ozone, daytime NOx, and nighttime Ox across 

the three 5-day periods.  Gross errors suggest 
CMAQ does a better job in predicting peak ozone 
concentrations than the precursor concentrations. 
There is a slight improvement in peak ozone 
prediction over three 5-day periods, as suggested 
in the normalized biases. Overall, CMAQ under-
predict peak ozone concentrations. 

 
Table 2 Summary statistics for three 5-day period. 

  
Normalized  

Bias 
Normalized  
Gross Error 

 1 2 3 1 2 3 

1h Peak  O3 -10% -7% -4% 17% 20% 18% 
8h Peak O3 -15% -12% -11% 17% 17% 18% 
Daytime NOx 0% -4% 3% 57% 60% 64% 

nighttime Ox 8% 10% 8% 19% 29% 22% 
Peak ozone cutoff value: 60 ppb, NOx and Ox: 10 ppb. 

 
 

3.2 Effects of Meteorology Nudging on Air 
Quality Simulations 
 

Four dimensional data assimilation provides 
clear improvements in MM5 simulated wind fields 
(Fig. 3, 4), in terms of wind speed and direction at 
all altitudes presented here.  The largest 
improvements appear on Day 214, when we also 
see the largest improvements in spatial ozone 
biases (Fig. 5).  

 

 
Fig. 3. Domain averaged wind speed biases with (MFDi) 
and without (MNFD) four dimensional data assimilation. 

  

 
Observation 
reference point 

cor 

sd rmsd 
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Fig. 4. Domain averaged wind direction biases with 
(MFDi) and without (MNFD) four dimensional data 
assimilation. 
 

Improved wind speed and direction ensure 
better representation of chemical transport in the 
model, which leads to more correct localization of 
ozone plumes. Ozone biases on Day 214 are 
krigged (Cressie, 1993) to generate a continuous 
error surface and are shown at 3 PM local time, 
when ozone levels are the highest. Before wind 
nudging, modeled meteorology appears to have 
less strong westerly flows, which prevents the Bay 
area ozone plume from entering the San Joaquin 
valley, and causes excessive over prediction in the 
Bay area and under prediction in the northern San 
Joaquin valley.  Another significant improvement 
occurs in the Sacramento valley. Before nudging, 
the southward winds appear to be too strong in the 
Sacramento valley, resulting a shorter residence 
time for local pollutants to build up. Thus we 
observe a large under-prediction of ozone in 
Sacramento. After observational nudging, ozone 
biases are reduced by about factor of two. 

 
Fig. 5. Predicted ozone biases on Day214 at 3 pm PDT 
with (NUD) and without (UNNUD) nudged wind.  

3.3 Ozone Production Efficiency 
 

Up to now we have only examined model 
performance in terms of predicting individual 
species concentrations. Previous study related 
odd oxygen Ox to NOz in terms of ozone 
production efficiency (OPE) (Trainer et al., 1993), 
which is defined here as the slope when we plot 
Ox against NOz (Mena-Carrasco et al. 2007).  
Ozone production efficiency reflects ozone 
sensitivity to NOx in the air mass of interest, and 
thus can be used to evaluate how well modeled 
ozone sensitivities match the observed ones. 
Sources of discrepancy between modeled and 
observed OPE at a particular location and time 
include incorrect mixtures of emission inputs, 
insufficient representation of ozone chemistry, and 
misplacement of ozone plumes by transport 
errors. We present weekday OPEs in the middle 
5-day period, at three sites where the daytime NOz 
observations are available (Fig. 6). Fortunately, 
ozone chemistry at these sites represents three 
typical air masses in terms of their distances from 
the major nearby emission sources. Turlock 
station is located in northern San Joaquin Valley, 
far downwind of Bay area emissions, and often 
experiences aged air masses (NOx poor) 
transported from the Bay area. Fresno is right at 
the urban emission center in the middle San 
Joaquin valley, representing air masses of fresh 
emissions rich in NOx. Arvin station in the southern 
San Joaquin Valley is in the intermediate 
downwind of Bakersfield emissions. OPE is 
considered separately for modeled data driven by 
meteorology with and without four dimensional 
data assimilation to investigate the effects of 
transport errors on predicted OPEs. In Fig 6, we 
see modeled OPEs with or without wind nudging 
are both very close to observed ones at Turlock 
and Fresno stations. A large OPE at Turlock 
station indicates efficient ozone production, typical 
of NOx-limiting conditions in aged air masses. 
OPE at Fresno station is much lower, which 
reflects the fact that the air mass is very close to 
the emission sources.  Observed OPE (6.1) at 
Arvin station indicates NOx-limiting conditions, 
while modeled OPE (3.3) without wind nudging 
implies less aged air masses sampled at this 
station. Wind nudging brings modeled OPE from 
3.3 to 5.3, much closer to the observed value.  As 
the first two stations are either far away from or 
very close to the emission sources, ozone 
sensitivities to NOx in the air masses there are 
both less affected by transport errors. In contrast, 
wind direction and speed determine how much 
Arvin station is influenced by its nearby upwind 
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emissions in Bakersfield.  We see similar modeled 
and observed OPEs across all three sites when 
nudged wind fields are used, indicating adequate 
representation of ozone sensitivities in the model. 

  

 
 

Fig. 6. Ozone production efficiency (the linearly fitted 
slope) at three sites evaluated for observed and 
modeled daytime data during weekdays in the middle 5-
day period. 
 

3.4 Sensitivity Analysis 
 

We have seen that CMAQ generally over 
predicts ozone on the west coast, but under-
predicts ozone in the central valley.  Sensitivity 
analyses with brute force and decoupled direct 
methods are employed to determine the most 
influential factors of simulated ozone 
concentrations at various geographical locations. 
We evaluate ozone sensitivities to a number of 
input parameters: boundary conditions (ozone, 
volatile organic compounds (VOC), nitrogen 
oxides), boundary ozone at different heights, 
emissions of NOx, anthropogenic VOCs (AVOC), 
and biogenic VOCs (BVOC). We found that the 
coastal areas are most sensitive to NOx emissions 
and boundary ozone conditions, especially those 
at the surface level. The San Francisco Bay area 
is sensitive to both anthropogenic and biogenic 
emissions, as well as boundary conditions, while 
central valley is more sensitive to anthropogenic 
emissions.  

 
4. CONCLUSIONS 

 
In this paper, we have simulated ozone 

formation in the central California region with 
CMAQv4.6 for a 15-day period, which includes a 
five-day high ozone episode. We have applied a 
number of evaluation methods to assess model 
performances. Simulated ozone concentrations 
adequately match the observed pattern, except in 
the Bay area during the last 5-day period. Model 
performance does not degrade over time, but 
exhibits spatial trends in biases. CMAQ tends to 
over-predict ozone at coastal areas, and slightly 
under-predict in the central valley. Wind nudging 
greatly improves the chemical transport 
processes. When transport errors are minimized, 
we see similar ozone sensitivities when comparing 
observed and modeled ozone production 
efficiencies. Sensitivity analysis is performed and 
the most influential factors studied here are listed 
for different geographical regions. The Bay area is 
sensitive to uncertainties in all the input 
parameters considered here, which suggests great 
challenges on correct simulating ozone 
concentrations in this area. 
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