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1. INTRODUCTION 
 
Using a nudging-based data assimilation 

approach throughout a meteorology simulation 
(i.e., as a “dynamic analysis”) is considered 
valuable because it can provide a better overall 
representation of the meteorology than a pure 
forecast.  Dynamic analysis is often used in the 
Pennsylvania State University/National Center for 
Atmospheric Research Mesoscale Model (MM5) to 
generate multi-day meteorology simulations that 
are used as background for the Community 
Multiscale Air Quality (CMAQ) Modeling System 
when CMAQ is used for retrospective research 
and for regulatory applications.  The Weather 
Research and Forecasting (WRF) Model has been 
publicly available for several years as the next-
generation model to succeed MM5.  However, 
many CMAQ users, especially those who do not 
have forecasting-only applications, have not 
gravitated from MM5 to WRF, and the prominent 
explanation is that the nudging is not available yet 
in WRF.  The initial release of a nudging capability 
for WRF is scheduled for fall 2006.  Because the 
influence of the input meteorology fields (e.g., from 
MM5 or WRF) on the chemistry model simulation 
(e.g., using CMAQ) is significant, it may be 
considered intuitively obvious that using nudging 
to provide a dynamic analysis will lead to an 
improved air quality simulation.  However, the 
penalty if nudging is not used in the meteorology 
model has not yet been quantified.  This paper 
provides preliminary insights into the value to the 
chemistry model simulation of using nudging-
based data assimilation for dynamic analysis in 
the meteorology fields that are input to CMAQ. 

 
2. BACKGROUND AND MOTIVATION 

 
For two decades, Eulerian (or gridded) 

chemistry models have been driven by 
meteorological fields that are generated by 
Eulerian meteorology models such as MM5, in 
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part, because meteorological observations and 
archived forecast fields do not exist at a high 
enough temporal and spatial resolution to capture 
atmospheric features (e.g., mixing depth, column 
temperature and wind profiles) that have been 
considered important for near-surface regional-
scale chemical transport modeling.  Models such 
as MM5 have been able to bridge the gap by 
providing fields at the desired resolution.  The 
accuracy of the meteorology fields from MM5 has 
also been improved in retrospective simulations by 
creating dynamic analyses by using Newtonian 
relaxation throughout the simulation period.  The 
dynamic analysis has also extended the length 
over which MM5 fields could be created and used 
without reinitializing to a period of several days. 

Newtonian relaxation or “nudging” (Stauffer 
and Seaman 1990, 1994) is one method of four-
dimensional data assimilation that is implemented 
in MM5 and will be released in WRF.  Nudging 
involves adding an artificial forcing term to the 
equations of motion that reflects the difference 
between the observed state and the model state at 
a given location and time.  The nudging term is 
weighted by a coefficient that is selected so that its 
reciprocal value represents the e-folding time over 
which the model error will be reduced in the 
absence of any other model forcing, and it is at 
least one order of magnitude smaller than the 
dominant terms in the equations.  Nudging can be 
applied to wind, temperature, and water vapor 
mixing ratio in any combination and with 
independent nudging coefficients in MM5 and in 
WRF.  Nudging can be accomplished in MM5 by 
using either gridded analyses where there is a 
“true” observed state at each model grid point (i.e., 
“analysis nudging”) or by using high-frequency 
and/or high-density observations as they occur in 
space and time (i.e., “observation nudging”). 

When nudging is used in MM5 to create input 
for CMAQ, it is assumed that the improvements 
that are seen in MM5 with nudging will translate 
into a corresponding improvement in the CMAQ 
simulation.  The magnitude of the impact of 
nudging in MM5 on the CMAQ simulations, 
however, has not yet been quantified.  
Understanding the value of nudging in the 
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meteorology model to the CMAQ simulation can 
be important to identify sensitivities and to define 
how errors in meteorological fields impact pollutant 
fate and transport.  In addition, there could be 
implications for defining the optimal simulation 
length for the meteorology model as well as 
optimal air-quality forecast periods using CMAQ.  
Furthermore, this analysis can help to improve the 
application of nudging in the meteorology model to 
create dynamic analyses, and it can help to focus 
areas of improvement in meteorological modeling 
to support air-quality applications. 

 
3. EXPERIMENT DESIGN 

 
For this work, the meteorology, emissions, and 

chemistry modeling suite is run for two different 
configurations of input meteorology:  one that uses 
analysis nudging (i.e., a dynamic analysis), and 
one that does not (i.e., effectively, a forecast).  
The simulations are performed on a horizontal 
domain with 36-km horizontal grid spacing that 
includes the continental United States and parts of 
Canada and Mexico (cf. Eder and Yu 2006).  
Thirty-four terrain-following layers are used for 
both the meteorology and chemistry simulations, 
and eighteen layers are in the lowest 2 km of the 
atmosphere. 

MM5 (Grell et al. 1994) version 3.6 is used for 
the meteorology simulations.  The background 
fields and lateral boundary conditions for MM5 
originate from the National Centers for 
Environmental Prediction’s North American 
Mesoscale Model (i.e., for this period, the Eta 
Model; Black 1994) 3-h analyses.  The Eta Model 
analyses are interpolated to the MM5 domain and 
reanalyzed with surface and upper-air 
observations.  The physics options used in MM5 in 
this study include the Rapid Radiative Transfer 
Model (RRTM; Mlawer et al. 1997) for longwave 
radiation, the Dudhia shortwave radiation scheme 
(Grell et al. 1994), the Kain-Fritsch 2 convective 
model (Kain 2002), the Reisner 2 microphysics 
parameterization (Reisner et al. 1998), the 
Asymmetric Convective Model (ACM) for the 
planetary boundary layer (PBL) (Pleim and Chang 
1992), and the Pleim-Xiu land-surface model (Xiu 
and Pleim 2001; Pleim and Xiu 2003). 

In the MM5 simulation that includes nudging, 
3-h 3D analyses of temperature, water vapor 
mixing ratio, and horizontal wind components are 
used with nudging coefficients of 3.0 x 10-4 s-1, 
1.0 x 10-5 s-1, and 3.0 x 10-4 s-1, respectively.  
Three-hourly surface analyses of horizontal wind 
components are also used with a nudging 
coefficient of 3.0 x 10-4 s-1.  There is no nudging of 

mass fields within the PBL following Stauffer et al. 
(1991). 

The emissions are based on the U.S. 
Environmental Protection Agency 2001 National 
Emission Inventory.  The emissions are processed 
using the Sparse Matrix Operator Kernel 
Emissions (SMOKE) modeling system (Houyoux 
et al. 2000) version 2.2.  Mobile source emissions 
are processed with the MOBILE6 (EPA 2003) 
model within SMOKE.  The biogenic emissions are 
processed using the Biogenic Emissions Inventory 
System, version 3 (BEIS3; Pierce et al. 1998).  For 
this work, the biogenic and point-source emissions 
sectors are reprocessed for each MM5 simulation 
to capture the effects of the hourly meteorology on 
the emissions.  All other emissions sectors are 
independent of the MM5 simulations. 

The chemistry transport is modeled using 
CMAQ (Byun and Schere 2006) version 4.6.  The 
2005 update to the Carbon Bond chemical 
mechanism (CB05; Yarwood et al. 2005) is used.  
The PBL is modeled using the ACM version 2 
(ACM2; Pleim 2006).  The fourth version of the 
modal aerosol model (“AERO4”; Binkowski and 
Roselle 2003) is used for aerosol chemistry.  
Chemical dry-deposition velocities are computed 
using an electrical analog resistance model 
(“M3DRY”; Pleim et al. 2001).  The chemistry 
lateral boundary conditions are prepared from a 
global simulation using the GEOS-CHEM model 
(Bey et al. 2001). 

The MM5 simulations are run for the period 
12 UTC 19 Jun – 00 UTC 4 Aug 2001.  The period 
is broken into overlapping 5.5-day run segments.  
The first 12 h of each MM5 segment are a “spin-
up” period for cloud processes, and they are not 
used for emissions or chemistry processing; the 
remaining five days are input for the chemistry 
model.  All fields except soil moisture are 
reinitialized in each MM5 segment, as is typically 
done for regulatory modeling applications using 
CMAQ.  The CMAQ simulations cover the period 
00 UTC 20 Jun – 00 UTC 4 Aug 2001, but the first 
ten days are considered “spin up” to allow the 
chemistry to come into equilibrium, and they are 
not used in the analysis. 

 
4. RESULTS 

 
Two sets of MM5 and CMAQ simulations 

(“Nudge” and “NoNudge”) for the 35-day period 
from 30 Jun – 3 Aug 2001 are analyzed to assess 
the impact of using nudging in MM5 on the CMAQ 
simulation.  The 35-day period includes seven 
different MM5 run segments.  Because the skill of 
the meteorology models degrades over time, 
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particularly in the absence of nudging, the model 
performance (MM5 and CMAQ) is aggregated 
over time slices within each 5.5-day MM5 run 
segment (Table 1).  As the first 12 h of each MM5 
simulation is not used, “Day 1” refers to hours 13-
36 of the MM5 simulation, “Day 2” refers to hours 
37-60, and so on.  The CMAQ performance is 
binned in time, as well, to determine the impact on 
the chemistry transport model as it corresponds to 
degraded MM5 model performance. 

 
Table 1.  Dates in 2001 used for analysis as given 
by time elapsed within each MM5 run segment. 

MM5 
Segment 

Day 1 Day 2 Day 3 Day 4 Day 5 

3 30 Jun 1 Jul 2 Jul 3 Jul 4 Jul 
4 5 Jul 6 Jul 7 Jul 8 Jul 9 Jul 
5 10 Jul 11 Jul 12 Jul 13 Jul 14 Jul 
6 15 Jul 16 Jul 17 Jul 18 Jul 19 Jul 
7 20 Jul 21 Jul 22 Jul 23 Jul 24 Jul 
8 25 Jul 26 Jul 27 Jul 28 Jul 29 Jul 
9 30 Jul 31 Jul 1 Aug 2 Aug 3 Aug 

 
4.1 Meteorology 

 
The MM5 performance is assessed for the two 

simulations using a standard suite of statistical 
measures by comparing against surface 
meteorological observations.  This analysis is 
performed to gauge the relative improvement in 
the surface meteorological fields, which greatly 
impact near-surface chemistry modeling, when 
nudging is used in MM5.  No upper-air 
meteorological verification is performed in this 
study because there are no comparisons against 
upper-air chemical observations, and it is well-
known that a dynamic analysis with MM5 is 
generally statistically superior to a forecast.  The 
statistics for the “Nudge” simulation compare 
favorably for the 35-day period with those 
computed for the full summer over the same 
domain and year but using a different MM5 
configuration (Gilliam et al. 2006), so it is assumed 
that the seven MM5 run segments used here are 
representative of the same summer period.  
Figure 1 shows the root-mean-square error 
(RMSE) for 2-m temperature and 10-m wind 
speed calculated against all surface stations in the 
MM5 domain and binned by day following Table 1.  
The MM5 simulation with nudging (“Nudge”) 
performs with reasonable consistency through the 
MM5 segment (i.e., little change in statistical skill 
with increased run length).  However, the MM5 
simulation without the nudging shows a marked 
decrease in skill with increased run length, as 
expected.  The 2-m temperature RMSE in “Nudge” 

ranges from 2.55–2.60 K for each of the five days, 
while it rises from 2.82 to 3.60 K over the same 
time period in “NoNudge”.  The RMSE for 10-m 
wind speed is ~1.8 m s-1 on each of the five days 
in “Nudge”, but it grows from 2.1 to 2.4 m s-1 in 
“NoNudge”.  A similar pattern holds for other 
discrete statistical measures including index of 
agreement, mean absolute error, and correlation 
(not shown), and for 2-m water vapor mixing ratio 
and 10-m wind direction (not shown). 
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Figure 1.  RMSE calculated at all observation sites for 
2-m temperature (in red) and 10-m wind speed (in 
black) for 35 days of MM5 simulations.  Days are binned 
following Table 1.  The “Nudge” simulation is denoted by 
solid lines, and the “NoNudge” simulation is denoted by 
dashed lines. 

 
4.2 Air Quality 

 
Because of the time binning used in this 

analysis, it is necessary to compare against 
chemical observations that are available with a 
high temporal frequency (i.e., no coarser than 
daily) and a high spatial coverage.  The CMAQ 
simulations are compared against surface hourly 
ozone and daily maximum 1-h ozone data from 
the EPA’s Air Quality System (AQS) database.  
More than 1000 ozone monitors are used, with the 
highest observation densities in the eastern United 
States (east of the Mississippi River) and in 
California.  Initially, discrete statistics are used. 

It should be noted that the AQS observations 
are recorded from midnight to midnight, local 
standard time (LST), and the MM5 and CMAQ 
simulation days are defined using Universal Time 
Constant (UTC).  The software program that is 
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used to calculate the statistics for CMAQ stores 
the data in terms of LST, so all model-observation 
pairings are made in LST.  Therefore, in the 
analysis of the CMAQ simulations shown below, 
the day bins cannot be exactly compared with the 
data shown for MM5.  This issue can be important 
for AQS sites in California, where MM5/CMAQ 
“days” are 1600 LST to 1600 LST, which may not 
include the daily 1-h maximum surface ozone that 
corresponds to the calendar day.  In the eastern 
United States, the daily 1-h maximum surface 
ozone is generally recorded within the same day 
using either UTC or LST.  Further inspection of the 
data is required to determine the impact of this 
idiosyncrasy on the interpretation of the results, 
particularly for “Day 1”.  However, the trends for 
days 2–5 are robust. 

Figure 2 shows the RMSE for the surface daily 
1-h maximum ozone broken into systematic and 
unsystematic vector components (RMSEs and 
RMSEu, respectively; cf. Willmott 1982).  The 
RMSEs should account for processes that the 
model does not simulate well, whereas the 
RMSEu could be attributed to subgrid-scale 
processes or random errors.  The CMAQ 
simulation that uses input meteorology from 
“Nudge” tends to be a better overall simulation 
than the simulation that uses meteorology from 
“NoNudge” as reflected in both the RMSEs and 
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Figure 2.  RMSE calculated at all AQS sites for surface 
daily 1-h maximum ozone by systematic (in red) and 
unsystematic (in black) vector components.  Days are 
binned following Table 1.  The CMAQ simulation that 
uses meteorology from “Nudge” is denoted by solid 
lines, and the CMAQ simulation that uses meteorology 
from “NoNudge” is denoted by dashed lines. 

the RMSEu.  The RMSEu does not exhibit a 
significant change through the MM5 run segment 
for either “Nudge” or “NoNudge”.  However, the 
RMSEs shows a marked decrease in skill and 
increases by nearly 4 ppb between days 2 and 5 
for “NoNudge”.  Somewhat surprisingly, there is 
also a gradual decrease in skill in RMSE from 
day 2 to day 5 when “Nudge” is used, as seen in 
both RMSEs and RMSEu. 

Figure 3 shows spatial comparisons of RMSE 
for daily 1-h maximum ozone for days 2 and 5 for 
the CMAQ simulations that used “NoNudge” and 
“Nudge”.  Figure 3a shows that the Day 2 CMAQ 
simulations with meteorology from “NoNudge” 
typically have widespread RMSE of 5–15 ppb.  
The Day 2 CMAQ simulations with meteorology 
from “Nudge” (Fig. 3b) indicate slightly smaller 
RMSE, often 5–10 ppb.  This illustrates a fairly 
consistent spatial improvement in CMAQ by using 
nudging in MM5.  By Day 5, the CMAQ simulation 
that used meteorology from “NoNudge” (Fig. 3c) 
experiences a widespread decrease in statistical 
skill compared to both the Day 5 “Nudge” (Fig. 3d) 
and to the Day 2 “NoNudge”.  The RMSE in Day 5 
“NoNudge” are generally 10–20 ppb, compared to 
RMSE of 5–15 ppb in Day 5 “Nudge”.  Figures 3b 
and 3d show that the gradual decrease in 
statistical skill over time with “Nudge” (which is 
also seen in Fig. 2) is observed throughout the 
simulation domain.  Further analysis of the data is 
required to test for statistical significance and to 
determine whether or not the statistics are driven 
by a single event that was poorly simulated or if 
this is a general conclusion. 

 
5. DISCUSSION 

 
This paper describes the preliminary analysis 

of the value of using nudging in the meteorology 
model on the retrospective CMAQ simulation.  A 
35-day period is examined by binning the CMAQ 
simulation days according to time elapsed in each 
5.5-day MM5 simulation segment.  As expected, 
initial results confirm that the CMAQ simulations 
that use MM5 with nudging compare more 
favorably with the daily maximum 1-h surface 
ozone observations than the CMAQ simulations 
that used MM5 “forecast” fields.  For 1-h maximum 
ozone, widespread increases in RMSE of 5 ppb 
from Day 2 to Day 5 are seen in the simulations 
where nudging is not used.  There is no 
appreciable decline in the statistical skill of the 
MM5 simulation (i.e., for near-surface wind, 
temperature, and moisture) with nudging as run 
length increases.  However, there are more subtle 
but widespread decreases in statistical skill for 1-h 
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maximum ozone in CMAQ as simulation length 
increases when the MM5 dynamic analysis is 
used. 
 
 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 3.  Spatial distribution of RMSE for daily 1-h 
maximum ozone at AQS sites.  (a) Day 2 for 
“NoNudge”; (b) Day 2 for “Nudge”; (c) Day 5 for 
“NoNudge; and (d) Day 5 for “Nudge”. 

 

Because the analysis is just beginning, it may 
be premature to draw firm conclusions.  Further 
study of additional statistical measures (both 
discrete and categorical) is planned, as is a more 
thorough examination of the individual MM5 run 
segments to evaluate whether the bulk trends can 
be generalized to each MM5 simulation.  In 
addition, hourly ozone and 8-h maximum ozone 
will be examined.  Additional investigation of the 
feedbacks of the meteorological fields (e.g., PBL 
height, temperature, moisture, wind speed and 
direction, and precipitation) on the chemistry 
output is also warranted.  This analysis technique 
may also be applied for a field-study period where 
other species are collected on a daily basis.  This 
work may also be extended to WRF when the 
analysis nudging is fully implemented. 
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